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A question answering feature that works as follows:

- The OrCam Learn captures an image of a physical document that we want to query.

- An OCR engine extracts the text.

- The user asks a question (by speaking to the OrCam Learn).

- The OrCam Learn transcribes the user's question using an ASR model.

- OCR and ASR outputs are passed to NLP Q&A model that returns the answer (if exists).
- The OrCam Learn communicates with the user using a text to speech (audio) interface.
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Title: End-to-End Question Answering on an Edge Device For The Benefit of
People With Reading Difficulties

Abstract: Dyslexia affects 15-20% of the world's population; it is a language-
based learning disability that results in difficulties with specific language skills,
particularly reading. Dyslexic people usually experience difficulties with other
language skills such as spelling, pronouncing words, and reading
comprehension.

In this talk, I'll present a new feature that we are developing for the
OrCamLearn, a device that helps to improve the comprehension capabilities
of people with reading difficulties. Specifically, I'll present a new question-
answering feature that works as follows: an image of a physical document
(i.e., book, document, etc.) is captured. Then, an OCR engine extracts the
text. Next, the user asks a question by speaking, and the device transcribes



the user's question using an ASR model. Both OCR and ASR outputs feed a
NLP Q&A model that returns the answer (if it exists) via a text to speech audio
interface.



